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ABSTRACT This paper aims to introduce a predictive weather-based control policy for the microgrid energy
management to improve the resilience of the microgrid. This policy relies on the application of machine
learning models for the prediction of microgrid load demand and solar production and supply interruption
in the upstream distribution network. The predictions serve as an input to multiobjective chance constraint
optimization that balances the microgrid resilience and economic objectives based on the probability of a
supply interruption. The interruption predictions are made with a decision-tree-based model that can predict
an upcoming interruption in the distribution network with 78% of the maximum accuracy. The case study
microgrid consisting of several customers, solar photovoltaic generation, and battery storage is applied to
cluster areas located in Finland. Overall, the developed control policy shows an improvement in the daily
resilience of the microgrid in regard to an interruption in the main grid when compared with economic
dispatch only.

INDEX TERMS Microgrid resilience, weather prediction, machine learning, battery storage, chance

constraint optimization.

I. INTRODUCTION

The use of distributed energy resources (DERs) has recently
been increasing especially in microgrids (MGs) as they are
known to improve the reliability of electricity supply in
sparsely populated areas and contribute to the reduction of
greenhouse gas emissions [1]. As the integration of DER
and household loads increases, maintaining the power system
stability and voltage profile as well as management of energy
resources in a cost-effective way become more challeng-
ing [2]. Microgrids are capable of operating in two different
modes: either grid connected or island. While operating in the
grid-connected mode, the power is exchanged with the main
grid from the distribution feeder, which ensures the power
dispatch and contributes to the system stability. In case of
power faults, natural disasters, or not meeting power quality
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requirements, the MG will operate in the island mode. In this
mode, battery energy storage systems (BESSs) are used to
cover load energy consumption [3]. The BESSs depend on
installed load power and have several limitations, such as
power rating, Boolean charging/discharging scenarios, and
time-dependent energy content dynamics.

During MG operation, a BESS improves resilience during
operation in the island mode. Resilience is a relatively new
concept in power systems, and in recent years, it has had a sig-
nificant impact on the definition of the reliability of electricity
distribution networks [4]. The definition proposed by [5]
involves energy systems being able to recover fast from events
caused by external factors. Moreover, the definition provided
by [6] for resilience relies on four aspects: foresee/avoid,
absorb/withstand, respond/restore, and adapt/upgrade. These
elements play a key role in the function of MGs
for the modernization and decentralization of electricity
grids.
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Many strategies to manage the power and improve the
resilience of MGs have been proposed in the literature [ 1], [7],
[8]. These strategies combine predictive models for optimal
dimensioning of the BESS based on the DER power infeed
forecast of photovoltaics (PVs) and wind turbines and con-
trol methods to maximize resilience when operating in the
island mode and to maximize energy profits from energy
dispatch [9]-[11].

Renewable energy in MGs brings new challenges in terms
of how to deal with uncertainty in power generation. In [12],
uncertainty quantification is used to facilitate integration
of an energy storage and thereby mitigate the impacts of
uncertain PV and wind generation. The array of prediction
techniques is also growing as artificial intelligence algorithms
and optimization methods are being developed. One of such
techniques is reported in [13], where forecasting of solar
radiance, temperature, and load is carried out in addition to
particle swarm optimization to optimally control and manage
power in an MG.

Although resilience in microgrids has been a topic of grow-
ing interest in the past few years with an exponential increase
in publications, to the authors’ knowledge, the application
of predictive methods has been limited. An approach that
uses outage decision-making for power management in smart
homes is reported in [14]. Outage management can benefit
MGs, which are very prone to interruptions, as well as remote
areas of difficult access. In [15], a multilevel MG method
is proposed that incorporates a stochastic islanding event
into the operational optimization, thereby allowing to foresee
the occurrence of interruptions. The model can be adopted
for optimal scheduling by applying the uncertainty of loads,
DER, demand-side management, and frequency control.

The traditional concept of reliability has also been shifting
toward resilience to take into account more characteristics
of power grids; still, as discussed in [16], [17], reliability
plays an important role in grid management and brings certain
benefits to the grid. In [18], these benefits include mini-
mization of load curtailment, flexibility, and improvement
in the reliability index. In their paper, the authors propose
a general framework for the assessment of the reliability
of distribution systems with multiple microgrids to quantify
the impact of different operating schemes by using a model
predictive control for power management. In [19], the authors
develop a resilience-oriented stochastic scheduling method
for microgrids considering economic metrics; the resilience
index is improved by 16.5% by integrating resilience metrics,
stochastic planning, and resilient operation of DER into the
method. Further, in [20], a microgrid scheduling strategy
is developed considering resilience requirements: operating
costs, energy purchasing costs, and degradation cost of the
BESS. The solution uses an optimization model ensuring
resilience by facilitating possible MG interruptions by secur-
ing load supply and robustness in DER.

BESSs have shown efficacy to increase resilience in MGs,
and to this end, correct sizing to meet the economic require-
ments is an important task. In [21], the authors use a linear
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optimization approach to determine the most cost-effective
BESS sizing for different types of load and DER generation.
In the optimization, it is necessary to use historical data
and accurate forecast resources for DER. Insights into the
obtained power-to-energy ratio can also enhance the design
of new commercial BESSs, which could possibly benefit and
standardize other MG systems.

A similar approach as presented in this paper can be found
in [22], where the authors use a home energy storage man-
agement system for decision-making. This system enhances
home resilience in the face of extreme events. The model
decides in advance when to charge the BESS based on the
condition of the network and the probability of an outage.
The interruption model takes into account the wind speed to
provide the probability of an interruption for the location;
however, in the case of extreme events there might be also
other variables involved. Our approach considers a set of dif-
ferent variables, and by using machine learning techniques,
we are able to reliably predict an interruption for the next
day, thereby improving the battery state-of-charge (SOC).
Furthermore, the model is scalable to the size of the MG or
the area of interest, being thus not limited to a single MG but
being applicable also to multiple microgrids and large areas.
This can greatly improve the resilience in the system to be
able to withstand upcoming severe weather interruptions.

In this paper, a weather-based predictive control policy is
used to improve the resilience of an MG when operating in
the island mode. This method can predict the energy require-
ments for the BESS and schedule day-ahead optimal opera-
tion of the BESS based on predictions of machine learning
models for load demand and solar PV power production.
The proposed methodology takes into account the probabil-
ity of an interruption for the prediction horizon based on
weather conditions so that any decision taken beforehand to
charge/discharge the MG battery will have a profound impact
on the MG resilience when operating in the island mode. This
will contribute to the MG decentralization paradigm, because
the total output power supply from the main grid and the
power from the DERs connected to the affected MG will be
maximized. The contributions of this paper are:

o formulation of multiobjective optimization problem
under uncertainty for an MG BESS that takes into con-
sideration the interruption probability and economical
charging and thus foresees upcoming island operating
modes;

« methodology for machine learning predictions of the
probability of a daily supply interruption in the upstream
distribution network, microgrid load demand, and solar
PV production that are integrated into the optimization
problem;

« introduction of a daily dependency (resilience metric)
for the MG that continuously estimates the withstanding
capability of the MG in the face of extreme weather
events;

o quantitative comparison of how different battery sizes
can affect the degree of daily dependency in the MG.
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The rest of the paper is organized as follows.
In section II-A, we analyze previous approaches to resilience
and optimization in microgrids. The methodology of the
proposed approach is presented in Section II. The predic-
tive interruption model and the machine learning model
are described in Section III. Section IV addresses the
techno-economic dispatch optimization problem for micro-
grid energy management. A case study MG placed in the
clusters of the interruption model, results, and discussion are
summarized in Section V. Finally, conclusions of the paper
are presented in Section VI.

Il. METHODOLOGY

A. BACKGROUND OF RESILIENCE

The resilience framework introduced in this paper is based
on a model proposed by [23]. In this context, to improve
the resilience of an MG, we use the blocks shown in Fig. 1.
The four pillars of MG resilience are: methods, attributes,
interruptions, and metrics. The first block, methods, refers
to a variety of methods or techniques that contribute to the
improvement of resilience, the ones used in this work includ-
ing resource allocation, battery scheduling, energy optimiza-
tion, fault prediction, and load and production predictions.
In the second block we find attributes, which are the prop-
erties or characteristics of an MG. Understanding of the
system attributes of any MG, such as islanding capacity,
is important as these attributes play a significant role in the
decision-making concerning microgrid components. These
decisions, in turn, have a direct or indirect impact on the sys-
tem recovery. In the third block there are interruptions. Here,
external events are assumed to be weather dependent and
influenced by the grid topology next to the MG connection.
Finally, for the assessment of the MG we use one common
metric in resilience: dependency [24]. It is an index that
means ‘‘a linkage or connection between two infrastructures,
through which the state of one infrastructure influences or is
correlated to the state of the other.”” This is a key attribute
when using a battery storage, and in this work, it is adopted
in order to quantitatively characterize dependency in each
of the MG load by measuring the need for energy storage
to achieve the resilience objective. First, we introduce an
analogous availability measurement [24], which measures
individual resilience of a load as

Ty Ty

T (Ty +Tp)
where Ty is the time up (microgrid is connected to the main
grid) and Tp is the time down (microgrid disconnected from
the main grid). Ty is directly related to the withstanding
capability, whereas Tp is the service recovery speed, which
is influenced by cyber-physical processes and human-driven
activities (e.g., maintenance, repair, availability of human
resources). Then, analogous to Eq. (1), the degree of depen-
dency of a load, and for the context of the MG, that of the
entire MG load, Ry, is given by:

Ry =1—(1—Rpe™Ts, 2)

R = ey
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where Ty is the energy capacity stored in the MG BESS,
measured by autonomy when entering the island mode, and
u is the equivalent rate of the power grid, inverse to Tp. The
interdependency of battery and resilience is seen in Eq. (2).
It shows that the BESS makes the MG more resilient to
disruptions.

B. MICROGRID MANAGEMENT ROUTINE

The Methods block in Fig. 1 contains the elements of load
prediction, interruption prediction, DER generation predic-
tion, and BESS management. According to the control policy
depicted in Fig. 2, the algorithm starts at day 1 at an inter-
val of a day (from start to end) to analyze the resilience,
and an scheduling based on the weather forecast models is
made for the next 24 h. Based on the weather conditions,
a coefficient for the probability of an interruption is calculated
from the forecast model for the probability of interruption.
To prepare for an eventual island mode, the MG and the
BESS have to be scheduled based on the future output of
the DER and load power estimation; the models described in
Sections III-A and IV-A provide details of both steps. Once
the day is over, the daily dependency is calculated as pre-
sented in Section II-A. This process can be continuously
checked and updated on a daily basis. Fig. 3 shows the impact
of a varying BESS SOC (or analogous T’s) on whole-year runs
(ns); the figure illustrates MG management without consid-
ering any prior cost-effective or precautionary charging of the
BESS, which is seen as sudden fluctuations from day to day.
The values are within a range that depends on the resilience
index calculation period (a day) and T.

The dependency index metric is usually calculated based
on historical data, and thereby, average Tyy. When this metric
is calculated on a daily basis, it will show a significant dif-
ference when compared with a method that does not take the
interruption model into consideration because of variability
in the charging of the BESS.

Ill. PREDICTIVE MODELS

A. RISK ANALYSIS OF THE PROBABILITY OF AN
ELECTRICITY SUPPLY INTERRUPTION

The data provided by the Finnish DSO Elenia were
used to predict the daily fault occurrence in the distribu-
tion networks of the following regions: Kanta-Hidme and
Piaijat-Hame, Pirkanmaa, Central Finland, and Ostrobothnia.
First, we defined clusters comprised of Elenia’s substations so
that the maximum distance between substations in a cluster
was not larger than 50 km. Agglomerative hierarchical clus-
tering, specifically complete-linkage clustering implemented
in the scikit-learn library [25], ended up with 31 substa-
tion clusters, to which the MGs are connected in our study.
Fig. 4 presents the clusters obtained and their centroids in
the ETRS-TM35FIN coordinates. Additionally, the figure
shows the weather stations closest to Elenia’s network. The
original data contained 36874 unique faults that occurred
in the whole network of Elenia between January 2011 and
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FIGURE 1. Framework of improving the resilience of a microgrid (adapted from [23] and revised).

December 2013. Faults associated with substations were
summed up for the corresponding clusters with a daily time
resolution. An additional categorical variable indicating the
absence or presence of faults per day was introduced for each
cluster. These binary variables worked as outcomes in the
cluster fault prediction. Next, we created a set of predictors
that included weather observations and time variables (see
Table 1). The coordinates of the weather stations presented
in Fig. 4 were used to collect historical weather observa-
tions from [26]. We transformed the coordinates into the
WGS84 system and retrieved the data applying the package
wwo — hist [27], [28]. For each cluster, the weather observa-
tions were gathered and averaged over the weather stations
closest to Elenia’s substations. The set of input variables
included 14 predictors similar to the previous study [29].
Predictive models were built separately for each cluster.
The data collected in 2013 were reserved to test the models,
whereas fault records from 2011 and 2012 were included
in the training. As a learning algorithm, we chose Random
Forest because of its useful properties: the ensemble-based
nature aims to reach robustness and control overfitting [25],
[30]. To reduce the model variance, we trained 250 trees in
each ensemble. The maximum tree depth was tuned for each
cluster: when varying the tree depth from 3 to 9, we selected
one model trained on the data from 2011 that showed the
highest accuracy on the validation data from 2012, and then
switched around the training and validation years to select
one more model. The outcomes of these two models on the
test data were averaged to obtain the final estimate of the fault
probability. Besides, to avoid tuning a cut-off for each cluster
where the balance between days with and without faults
differs, we oversampled the underrepresented class in the
training years 2011-2012. As aresult, 0.5 cut-off was applied
within all clusters when estimating the model accuracy.
According to the previous study [29], the weather obser-
vations relevant to predicting faults are contained in a few
recent measurements. Therefore, we tested one-, two-, and
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three-day historical weather as the model inputs and found
that when predicting faults for the moment ¢, the weather
observations from the moment ¢ and #-/ led to the highest
maximum accuracy across clusters, i.e., 78%, and the highest
number of clusters with the accuracy exceeding 70%, i.e.,
ten clusters. In the real use case scenario, historical weather
observations should be substituted with the weather forecast.
The resulting accuracy of the test data is presented in Fig. 4.

B. MACHINE LEARNING MODEL FOR LOAD AND SOLAR
PV PREDICTION

The time series predictions of the load and solar PV pro-
duction of the microgrid are required for the operation man-
agement of the microgrid BESS. Here, point forecasts (i.e.,
conditional mean of the predictive distribution) are produced
for the next day with a 24 h ahead horizon and implemented
with a Light Gradient Boosting Machine (LightGBM) regres-
sion [31] from the corresponding library [32]. The LightGBM
model is a scalable and efficient gradient boosting framework
that uses a decision-tree-based learning algorithm. In fact,
the high accuracy of the LightGBM model was recently
demonstrated in the M5 Accuracy competition [33]. The main
difference of the model compared with the similar algorithms
is the usage of a leafwise tree growth algorithm instead of
the depthwise tree growth. This approach facilitates model
convergence because of the faster finding of the best split
points in each tree node but comes with higher chances
for overfitting, i.e., poor generalization for unseen testing
data. For instance, the unconstrained maximum depth and
number of leaves can improve the training accuracy but also
contribute to overfitting. Therefore, hyperparameter tuning is
important to achieve a good model generalization with the
LightGBM model. In this study, we apply a tree-structured
Parzen estimator from the hyperopt library [34] to search
for the hyperparameters affecting the model accuracy and
overfitting. In particular, for the LightGBM model we tune
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FIGURE 2. Flowchart of the control policy based on weather predictions
for each cluster.

the learning rate, the number of boosting iterations (i.e., the
number of trees to build), the maximum number of leaves
in one tree (i.e., the maximum number of nodes per tree),
and the maximum depth for a tree model (i.e., the maximum
distance between the root node of each tree and a leaf node).
The tuning is carried out with the hyperparameters presented
in Table 2 using 500 iterations.

The target data for load demand represent an aggregated
load of 29 customers from one Elenia secondary substation
located in central Finland. The solar PV production data were
retrieved from the same location using hourly PV simulations
with the renewable-ninja platform [35]. The solar PV is sim-
ulated using the MERRA-2 (global) dataset for a system with
30 kWp installed capacity and 10% loss, the system facing
south (azimuth angle 180°) and inclined from the horizon

163112
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FIGURE 3. Daily dependency index with a fixed Tp and a varying Ts.

TABLE 1. Meteorological and time variables used for predicting faults.

Number Variable
1 Air temperature, °C
2 Wind speed, km/s
3 Gust speed, km/s
4 Relative humidity, %
5 Wind direction (sine)
6 Wind direction (cosine)
7 Dew point temperature, °C
8 Snow depth, cm
9 Air pressure, mb
10 Horizontal visibility, km
11 Cloud cover, %
12 Month (sine)
13 Month (cosine)
14 Day of the month (sine)
15 Day of the month (cosine)

with a tilt angle of 35°. Fig. 5 illustrates the target series,
both of which have an hourly resolution for the year 2013.
Following the concept of weather-dependent operation of
low-carbon power systems, we base our predictions solely on
historical weather observations and time features presented
in Table 3. The weather observations are obtained using open
data of the Finnish Meteorological Institute [36].

The error of the point forecast for hour 4 on day d is
estimated by the deviation between the actual observation
yh.q and the prediction yp, 4 = f(Xp,4) as follows:

Ehd = Yhd — Yhd- 3)

The performance evaluation of the model is carried out using
k-fold cross-validation with k = 12 folds separated per a
particular month of a year. In such an arrangement, the model
is trained using 11 months of a year and tested on an unseen
month. Such a validation is repeated for each month. To quan-
tify the statistical quality of the forecasts for all fold data, the
metric of Mean Absolute Error (MAE) is employed:

D H
1
MAE = —— ; ]; lh.dl )
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TABLE 2. Details of the hyperparameter search space.
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FIGURE 4. Clusters of Elenia’s substations, the closest weather stations,
and the test accuracy achieved by the predictive model. The underlying
map in the ETRSTM35FIN coordinate system is taken from the website of
the national land survey of Finland.

T T T T T T T T T T T

——— Load demand

Solar PV production

i |
30 LI I ki \ ‘\ I \H\I\Hh}i

Power (kW)

i )

20 il \'\h il ||

0 1 1 1 1l 1, 1 1 L il 1 L
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
2013

Time (h)

FIGURE 5. Time series of the microgrid load demand and solar
production.

where D-H is the number of points for the evaluation equal to
the number of hours per year. The lower the MAE, the better
the model accuracy.

The results of the model performance are demonstrated
in Table 4. The average point forecast error is close to
3 kW for the load demand and close to 2.5 kW' for the

IFor nonzero hours of solar PV production.
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Hyperparameter Search space  Stochastic expression
Maximum leaves 50:500:50  Quantized uniform
Maximum depth 1:10:1  Quantized uniform
Number of iterations ~ 100:1000:100  Quantized uniform
Learning rate 0.001 -0.3  Log-uniform

TABLE 3. Exogenous features used for demand and solar production
forecasting.

Variable
Air temperature, °C
Wind speed, m/s
Gust speed, m/s
Relative humidity, %
Precipitation amount, mm
Precipitation intensity, mm/h
Wind direction (sine)
Wind direction (cosine)
Dew point temperature, °C
Snow depth, cm
Air pressure (msl), hPa
Horizontal visibility, m
Cloud amount, (1/8)
Hour (sine)
Hour (cosine)

Day of the week (sine)
Day of the week (cosine)
Day of the month (sine)
Day of the month (cosine)
Holiday (binary)

Number

CXSRGEGRISee oW~

DN
(e}

TABLE 4. Model performance results for the testing folds.

Dataset MAE, kW
load demand 3.04
solar PV production 2.53

solar PV production. However, similar to the fault pre-
diction, the historical weather observations should be sub-
stituted with the weather forecast data for the real use
case.

Besides the values of point prediction, an optimiza-
tion method in Section IV-A requires a covariance
matrix of expected errors to produce stochastic sce-
narios.  This covariance matrix is obtained for each
target time series using post-hoc residual simulation;
ie., relying on the corresponding model prediction
errors:

€1,1 .. &4 ... €D
A= |¢ep .o End ... EmD (5)
EH,1 EH.d EH.D

where each row of the error matrix represents an hour of a
day, and each column a single daily observation. A covariance
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matrix ¥ € RH¥*H i then derived from the testing error
matrix of all folds as follows:

01,1 Ul,hj O1,hy
X = | opl Ohy,hj Ohi,hy (6)
Oh, 1 ---  Ohphy Ohy.hy

where

D
1 A A NT
Jhi,hj = ﬁ L;(Shi,d - Ehl‘)(‘cf\hj,d - 8hj) (7)

is the variance of the marginal distributions of the prediction
errors for look-ahead hours h; and h;. The covariance matrix
illustrates the interdependence structure of prediction errors
for each forecast horizon. For instance, Fig. 6 shows the
examples of the target covariance matrices with a positive
covariance between the prediction hours for both prediction
targets. The positive covariance means that the prediction
errors at two hours tend to increase or decrease in tandem.
The covariance pattern has a distinct concentration along the
diagonal line, especially marked for the peak hours of load
demand and midday hours for solar PV production. There-
fore, the model has difficulties in correctly predicting the
target values at those hours. However, the covariances sharply
decrease with an increase in distance from these forecast
horizons.

IV. MICROGRID ENERGY STORAGE MANAGEMENT

A. OPTIMIZATION PROBLEM

The operation management of the MG aims to produce a
BESS schedule for the next day using convex stochastic
optimization with chance constraints, i.e., constraints that are
required to hold with a high probability. The convex optimiza-
tion problem is described with an objective in Section IV-A1
and a list of constraints in Section IV-A2.

1) OBJECTIVE FUNCTION

The objective function of the optimization problem considers
a trade-off between cost reduction and outage prevention
goals:

minimize (1 —A)-fop + A -Efgel
—_—— —

outage prevention
(19) — (29) ®)
—_———

power balance and DER operational constraints

cost reduction
subject to

where A € [0, 1] is a weight coefficient that is equal to the
probability of an outage occurrence, fop is an objective con-
taining the operating costs of devices, and Efge] is an approx-
imated expectation of the reliability of the supply objective.
Intuitively, the higher the probability of an outage is, the more
weight is given to the reliability of the supply goal. Otherwise,
the optimization prioritizes the cost-effective load shifting
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(a) load demand and (b) solar PV production for the next day forecast
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with the BESS, e.g., by charging the BESS when the grid
energy is cheap and discharging when it is expensive.

The operation objective at any timet € 7 = {1,2,...,T}
is defined by the electricity costs at the point of common
coupling (PCC) CF*“ and the degradation costs of BESS Ctb:

fop=> CI°+) Cp. ©)
teT teT

The electricity costs are formed by selling the electricity
to the grid and buying it from the grid, as well as assum-
ing that the prices for the exported electricity Ci* are often
lower than the prices of the imported electricity Ctim from the
grid [37],i.e., C™ > C™, Vi € T

CF = (C%p, + (C™ — C™p, + Ipi/2)AL, Vi eT

(10)

where p; is the power scheduled at the PCC of the MG [38]
during the metering period At.

The MG purchase electricity price C,i“[l (€/kWh) consists
of the electricity network service charges C™° (€/kWh),
the price of electrical energy, and the electricity tax C®%X
(€/kWh). Here, the price of electrical energy is based on the
wholesale market prices C;'* (€/kWh) and a retail margin.
The network service charges and the market price include a
value added tax (VAT, 24%). Finally, the purchase electricity
price is formulated as follows:

CM=C 4+ C™ 4 C™ 4 C, vieT (1)

The MG electricity selling price C;* consists of the wholesale
market price C;** (without VAT) and a network service charge
for the feed-in generation C'i¢ (€/kWh):

Cx=C"-Cl°, vieT (12)

The degradation cost of the BESS during the operation is
included by penalizing excessive charge—discharge cycling
with a coefficient 8 as follows:

CP = Blph 1At (13)
Cinv
= —"7-—7 (14)
2ncch0Dmax

where pg , is a decision variable of scheduled battery storage
power, C'" is the investment cost of the BESS (€/kWh), ncyc
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is the estimated lifetime in equivalent cycles, and DODmax
is the maximum allowed depth of discharge (DoD). In addi-
tion, other market-related components can be added to the
objective function, such as revenue from the provision of a
BESS for the frequency regulation service [39]. This BESS
application is especially demanding for a low-carbon power
system with an increasing share of renewable generation.

The availability of self-supply and battery storage capacity
enables the MG to withstand the outage event in the upstream
grid by switching to island operation. In that case, the relia-
bility objective function is formulated using expected energy
not supplied (EENS), i.e., the amount of the net demand
unsupplied by local resources during the outage:

frel = C*™ Y [p"It A, (15)
teT
where [-]t = max[., 0] is the elementwise ramp-up func-

tion, At is the metering period, C®™ is the unit cost of the
energy not supplied, and p" is the unsupplied net demand
during an outage. In such a formulation, we consider an equal
probability of an outage to happen at any hour of a day. The
unsupplied demand at time 7 is calculated based on the local
demand pldof;d, supply pﬁar , and available active power p}”sur’

of the BESS as follows:

out __ load solar b, sup

P =Pi; —Pai —P4; » VIE T (16)
where
b,sup e‘f’?
t = Tmax ., 1—k°’ (17)
Tmax Zk:l o

is the available active power in one time step if the BESS
energy capacity e}’ at time ¢ is emptied at a constant power
over the next Tmax time periods with a self-discharge rate o
and a discharge loss coefficient n [38]. The unknown vari-
ables (i.e., solar PV production pfi"lar and load demand pg’ad)
are specified as normal random variables p ~ Normal(p, X)
using the predicted mean and covariance matrix of prediction
errors from Section III-B. The expectation of the reliability
of the supply objective Efre] containing these random vari-
ables is then computed using scenario-based sample average
approximation (SAA):

N
~ b,sup 1 load
Efgel ~ (1/N) Y _frei(pg T %" pigsh,  (18)
i=1
where pg serves as an optimization variable, whereas pfi"liar
and pb"f}d are random variables with i = 1, ..., N scenarios
that are drawn using the Markov chain Monte Carlo (MCMC)

method.

2) CONSTRAINTS AND COMPONENT MODELS

The MG network power flow is described using a static direct
current (DC) power flow formulation. The static setting of
power flow assumes that the power flows are constant over the
metering time interval, typically equal to one hour, whereas
the DC formulation leaves out the reactive power flow and
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FIGURE 7. Schematic of a microgrid network in the modeling
environment.

voltage phase angles. The network contains devices d € D
(e.g., generators, loads, storages, and power converters) that
have one or more terminals providing a bidirectional power
flow.> Here, the internal MG network structure is neglected
assuming a single bus connection of all devices without con-
necting lines. The reasoning for such a simplification given
in [40] concludes that an MG network with a limited capacity
and proximity of devices does not typically provide the lim-
iting constraints but complicates the formulation. Therefore,
following the formal notation in [41] to describe the problem,
a single bus of the MG is described by the net illustrated in
Fig. 7. The net exchanges power between terminals of devices
and guarantees power conservation over the connected termi-
nals (i.e., the sum of the terminal powers is zero). The power
balance in the net of the MG with M terminals in each time
period can be expressed as follows:

> par=0. VteT (19)
deD

where pg ; is the scheduled power at time r € T of a device
at the connected terminal.

The devices modeled in the MG network include a grid tie,
arenewable generator, an aggregated fixed-power load, and a
lossy BESS. The grid tie is a single-terminal device modeled
as a generator and representing a connection to an external
power grid. The renewable generator is a single-terminal
device that produces power, i.e., its terminal power py
satisfies py; < 0. Similarly, the fixed load is also a
single-terminal device that consumes a fixed amount of power
pa.r > 0. The power values at the terminals of the gen-
erator and the load devices correspond to the mean fore-
casts of production and demand of these devices. The lossy
BESS is formulated as a composite device by connecting a
constant-efficiency power converter that models the charge
and discharge losses of the BESS and a storage with self-
discharge losses. The internal energy state e't’ € R of the
BESS is expressed as:

e =1 —ae | +p5,_ A, Vie(2,3,....T} (20)

where « is the (per-period) leakage rate limited by 0 <
o < 1, and At is the time interval between time periods.
Furthermore, we constrain the energy charge of the BESS

2Positive (negative) terminal power means power flows into (out of) the
device at that terminal.
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at the beginning and end of every optimization cycle to 50%
of the available energy capacity of the BESS £

& = 0.5E", Q1)

(1 — )l +pb p At > 05E", (22)

which enables to decouple the results of daily experiments.
The useful energy capacity is then limited by:

(1 — DODpa)E" < <E°, VteT (23)

The charge and discharge rate is limited by the restricted p
and maximum p powers of the BESS as follows:

p<ph,<p. VteT (24)

The power converter is a two-terminal device that transfers
power at a certain efficiency. The conversion efficiency in the
forward and reverse directions n € (0, 1) for terminals 1 and
2 is characterized by:

p2 = max{—np1, —(1/n)p1}, (25)
P =p1 =D (26)

We approximate these nonconvex constraints with their con-
vex hull:

p1+p2 = (1 —=npi, (27
1—n

+ <2p——. 28

p1+p2 < PH_” (28)

Similarly, typically nonconvex chance constraints are com-
puted with conservative approximations [42]. Here, we apply
chance constraints to the unsupplied net load demand:

Prob(p® > 0) < 1 —y, (29)

where y is a high probability. With this constraint, we target
the probability of a deficient power balance during an outage
to be less than 1 — y.

3) IMPLEMENTATION DETAILS

The optimization problem is formulated and solved using
a collection of Python-based software packages for con-
vex optimization, namely cvxpy [43], cvxpower [41], and
cvxstoc [42], where cvxpy is a modeling language for con-
vex optimization problems; cvxpower provides a declarative
language for describing and optimizing power networks; and
cvxstoc is a modeling framework for specifying and solving
convex stochastic programs. We use 100 Monte Carlo sam-
ples for an approximation of the expression expectation and
the chance constraints. The chance constraint probability is
equal to 95%.

The simulation data are selected to represent the real-life
operating environment of the MG. The wholesale market
price is retrieved for the Finnish bidding area for the year
2019 using Nordpool’s historical market data. The static
values of the electricity tariff are taken from actual retail
tariffs and Elenia’s distribution tariffs. The characteristics
of the BESS are chosen based on the peak load demand of
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TABLE 5. Values of costs used in the optimization of the MG operation
management.

COS[ Cl]SC Cctax C[‘m CﬁC ,B CCDS
€/kWh €/kWh €/kWh €/kWh €/kWh €/kWh
Value  0.0521 0.0279  0.0024  0.0007* 0.0210  12.1521

2 If the nominal power of the power plant is less than 50 kVA, no distribution
fee will be charged.

the MG and interpolation of the reference scenario for the
development of the parameters of a stationary LiFePO4 BESS
to the year 2021 [44]. The charging/discharging efficiency
of the BESS is 96%, the battery investment cost cinv g
378.64 €/kWh, and the number of equivalent life cycles n¢y¢
is 10* cycles. The leakage rate of 0.1% of the BESS capacity
per day is equally distributed among 7 time periods and
applied at any time r as « = 0.001/T. With the allowed
DoD of 90 %, the marginal cost of the battery degradation
B is 0.021 €/kWh. The maximum number of time periods
for the expected duration of outages Tmax is determined from
the relation of BESS energy capacity to nominal power and
equals 1 and 2 hours. The unit cost of the demand not supplied
consists of the unit cost for the amount and duration of unex-
pected interruptions in Finland, which are together equal to
12.1€/kWh [45], and the profit loss from the distribution fees
C™° not received. This value for the duration of unexpected
interruptions is given in the 2005 value of money and is not
adjusted using the consumer price index. All the static cost
data used in the optimization are provided in Table 5. The
implementation source codes and some real-world historical
data are available online.’

Four test scenarios are considered for the operation man-
agement of the MG: economical, reliable, uncertain, and
perfect foresight. The former two assume the usage of the
BESS solely for the objective functions of cost reduction
(i.e., A = 0 in Eq. (8)) or outage reduction (i.e., A = 1 in
Eq. (8)), whereas the latter two are described by Eq. (8)
with the predicted (i.e., uncertain scenario) and known (i.e.,
perfect foresight scenario) outage probability A. Importantly,
the chance constraint is not applied for the economical sce-
nario. The objective functions in Eq. (8) are normalized for
the uncertain scenario using weighted min-max normaliza-
tion [46] applied to prosumer flexibility modeling in [39].
For instance, in the case of the cost reduction objective,
the minimum value is acquired from the economical sce-
nario, whereas the maximum is derived from the reliable
scenario. The same logic holds for the outage reduction
objective.

V. RESULTS AND DISCUSSION

A. TEST SCENARIOS

In this paper, we used real interruption data obtained from
several substations in Finland. For the sake of simplicity, the
MG was theoretically placed at the centroid of fault clusters
where the interruption data were obtained to produce fair

3 https://git.io/Jundm
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FIGURE 8. Daily dependency index (R;) for the year 2013.

results. The scenarios chosen are the five clusters with the
best accuracy and the one with the lowest accuracy from
Fig. 4 as follows:

o Cluster 1: highest accuracy cluster & 78%
o Cluster 2: accuracy cluster &~ 75%

o Cluster 3: #1 accuracy cluster =~ 73%

o Cluster 4: #2 accuracy cluster ~ 73%

o Cluster 5: accuracy cluster &~ 72%

o Cluster 6: lowest accuracy cluster ~ 56%

Each cluster prediction is used independently for the opti-
mization as explained above in Section I'V-A.

B. RESILIENCE

The daily resilience metric calculated using Eq. (2) for the
year 2013 is shown in Fig. 8, which depicts the combined use
of the proposed predictive interruption model and the eco-
nomical approach (predicted); considering only the econom-
ical approach (economical); the reliability model approach
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(reliable); and faults to be known (foresight). The daily
resilience metric gives a granular view of how the prior
knowledge of the operational behavior of the microgrid can
enhance the MG resilience over a period of time. We analyzed
the faults in the region under study and found that 2 h for Tp
explains more than 90% of the interruption time for outages
occurring in the region, and Ty = 24 — Tp, because the daily
index analysis covers a period of 24 h. The variation seen in
the daily resilience illustrated in Fig. § is due the variation in
the load and in the energy stored in the battery.

Fig. 8 presents a comparison between the above-mentioned
approaches between clusters 1 and 6 (the highest and lowest
accuracies). Fig. 8 shows how the combination of economical
and predicted approaches faults yields a better dependency
and thus, the microgrid is more resilient to upcoming events
by having more energy available when a fault occurs. The
above-discussed trade-off maintains a balance that results in
a more robust grid but also considering the energy prices.
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FIGURE 9. Violin plot for R; in the highest accuracy clusters for the year
2013.

From only the economical perspective, there is a signif-
icant decrease in dependency when faults occur for that
specific day, thereby reducing the resilience. Furthermore,
Figs. 8b and 8d show how increasing the value of the battery
storage enhances the dependency index for all approaches.
A closer look at the all-year-round dependency for the
approaches is analyzed in Fig. 9: the economical and foresight
approaches are very similar having a lower adjacent value

smaller than the other two approaches and more outside
points. Moreover, the dependency data for the economical
approach is more distributed on the axes meaning that it
is not dependent on resilience. The reliable and predicted
approaches follow a resilient strategy and thereby a narrow
distance between adjacent values. Their medians are almost
the same but have variations in the first and third quartiles
with the predictive one having greater values closer to 1.
There is no difference between clusters for the economical
approach because it does not consider interruption data,
whereas for the other approaches the difference is almost neg-
ligible because of the smaller discrepancies in the interruption
accuracy.

The violin plot shown in Fig. 10 contains the plots of the
dependency index based on a 24 h ahead horizon and calcu-
lated hourly for five days (five without faults and five with
faults) for five clusters with a higher accuracy. The scenar-
ios plotted were the economical approach and the proposed
predictive approach. We can see that when a fault occurs in
these two scenarios, the proposed approach becomes slightly
more conservative, thereby narrowing the upper and lower
adjacent values and maintaining the median at higher levels of
dependency. The economical approach does not distinguish a
possible upcoming fault event, meaning that the lower adja-
cent value is smaller. The tendency of the proposed predicted
approach to be more conservative with the available energy
shows an increase in the resilience especially for the days that
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FIGURE 10. Violin plot for R, in five clusters calculated hourly for days with and without a fault.
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have a high probability of a fault occurrence. The scenario
plotted in Fig. 10 considers 2 h of energy available in the
battery.

VI. CONCLUSION

Preparation of a grid against severe fault conditions is one of
the least investigated actions to take account of when increas-
ing the overall resilience in an MG. The reason behind this
is the unpredictable and probabilistic nature of these events.
In this paper, weather-based decision-making for charging a
BESS in an MG was developed. The methodology includes
three different models: interruption prediction, load demand,
and solar PV production forecast. We were able to effectively
predict an upcoming interruption in the system with 78%
accuracy and thereby implement a multiobjective chance
constraint optimization to schedule the microgrid battery stor-
age according to the prediction. The proposed optimization
approach takes into consideration two objectives: resilience
to possible supply interruptions and economic dispatch so
that we can guarantee a safe and economical operation of the
grid.

We also proposed daily quantification of the resilience
metric of dependency, which measures on a daily basis the
energy stored in the BESS revealing for the day ahead how
independent the MG will be from the main grid. We showed
that when compared with the economical, reliable, and fore-
sight approaches, our control policy can improve the overall
resilience for short and long periods of time in regard to
an interruption in the main grid so that the MG operates in
the island mode. When calculating the resilience index in
our proposed approach, the probability of the occurrence of
a fault determines whether we can prepare the MG for the
upcoming events. Fault data are not usually available for all
places where microgrids are located or they are designed to
be built; this is due to companies’ polices that prevent the
data being shared, or data are simply nonexistent for the
region. The more data are available, the more precise are
the outcomes from outage models, meaning better results in
the MG resilience. Having this type of data, we can see from
our approach that a trade-off between an economical and
resilient MG can be possible by employing multiobjective
BESS optimization. An overall resilience improvement can
only be achieved by correctly assessing the framework cycle
and its individual pillars described in detail in the paper.

In summary, using interruption and economic dispatch
ensures that the microgrid does not operate oversized when
there is no risk of a fault occurrence and that it also enters
into a hardening state, which increases the amount of energy
stored in the BESS in the case of a high probability of a
fault occurrence, thereby supplying energy for longer periods
when operating in the island mode.

REFERENCES

[11 M.K. Senapati, C. Pradhan, S. R. Samantaray, and P. K. Nayak, “Improved
power management control strategy for renewable energy-based DC
micro-grid with energy storage integration,” IET Gener., Transmiss. Dis-
trib., vol. 13, no. 6, pp. 838-849, Mar. 2018.

VOLUME 9, 2021

[2]

[3]

[4]

[5

[t

[6

—

[71

[8]

[9

—

(10]

(1]

[12]

(13]

(14]

[15]

[16]

[17]

(18]

[19]

(20]

[21]

(22]

H. Mahmood and J. Jiang, “Decentralized power management of
multiple PV, battery, and droop units in an islanded microgrid,”
IEEE Trans. Smart Grid, vol. 10, no. 2, pp.1898-1906,
Mar. 2017.

Y. Zhang, C. Zhang, T. Wang, Y. Qu, W. Wang, L. Bai, J. Hao, and S. Guan,
“A strategy for day-ahead prediction of residual capacity of energy storage
unit of micro grid in islanded state,” in Proc. IEEE Int. Conf. Mechatronics
Autom., Aug. 2016, pp. 2652-2657.

A. A. Bajwa, H. Mokhlis, S. Mekhilef, and M. Mubin, “Enhancing power
system resilience leveraging microgrids: A review,” J. Renew. Sustain.
Energy, vol. 11, no. 3, May 2019, Art. no. 035503.

M. Chaudry, P. Ekins, K. Ramachandran, A. Shakoor, J. Skea, G. Strbac,
X. Wang, and J. Whitaker, “Building a resilient U.K. Energy system,”
U.K. Energy Res. Centre, Res. Rep., Apr. 2011.

A. Berkeley and S. Jackson, “A framework for establishing criti-
cal infrastructure resilience goals: Final goals and recommendations,”
Nat. Infrastruct. Advisory Council, Washington, DC, USA, NIAC Rep.,
2010.

L. Wen, K. Zhou, S. Yang, and X. Lu, “Optimal load dispatch of commu-
nity microgrid with deep learning based solar power and load forecasting,”
Energy, vol. 171, pp. 1053-1065, Mar. 2019.

G. R. Athira and V. R. Pandi, “Energy management in islanded DC
microgrid using fuzzy controller to improve battery performance,” in Proc.
Int. Conf. Technol. Advancements Power Energy (TAP Energy), Dec. 2017,
pp. 1-6.

I. Alsaidan, A. Khodaei, and W. Gao, “Distributed energy storage sizing
for microgrid applications,” in Proc. IEEE/PES Transmiss. Distrib. Conf.
Exposit. (T&D), May 2016, pp. 1-5.

A. Khodaei, “Resiliency-oriented microgrid optimal scheduling,”
IEEE Trans. Smart Grid, vol. 5, no. 4, pp.1584-1591,
Jul. 2014.

M. Khederzadeh, “Distribution grid restoration by forming resiliency-
oriented less-vulnerable microgrids,” in Proc. CIRED Workshop,
2016.

H. Wang, Z. Yan, M. Shahidehpour, X. Xu, and Q. Zhou, “Quantitative
evaluations of uncertainties in multivariate operations of microgrids,”
IEEE Trans. Smart Grid, vol. 11, no. 4, pp. 2892-2903, Jul. 2020.

U. B. Tayab, F. Yang, M. El-Hendawi, and J. Lu, “Energy management sys-
tem for a grid-connected microgrid with photovoltaic and battery energy
storage system,” in Proc. Austral. New Zealand Control Conf. (ANZCC),
Dec. 2018, pp. 141-144.

M. Tostado-Véliz, D. Icaza-Alvarez, and F. Jurado, ‘A novel methodology
for optimal sizing photovoltaic-battery systems in smart homes considering
grid outages and demand response,”” Renew. Energy, vol. 170, pp. 884-896,
Jun. 2021.

R. Wu and G. Sansavini, “Integrating reliability and resilience to support
the transition from passive distribution grids to islanding microgrids,”
Appl. Energy, vol. 272, Aug. 2020, Art. no. 115254.

F. H. Jufri, V. Widiputra, and J. Jung, ““State-of-the-art review on power
grid resilience to extreme weather events: Definitions, frameworks, quan-
titative assessment methodologies, and enhancement strategies,” Appl.
Energy, vol. 239, pp. 1049-1065, Apr. 2019.

M. Panteli and P. Mancarella, “The grid: Stronger, bigger, smarter?: Pre-
senting a conceptual framework of power system resilience,” IEEE Power
Energy Mag., vol. 13, no. 3, pp. 58-66, May 2015.

H. Farzin, M. Fotuhi-Firuzabad, and M. Moeini-Aghtaie, “‘Role of outage
management strategy in reliability performance of multi-microgrid distri-
bution systems,” IEEE Trans. Power Syst., vol. 33, no. 3, pp. 2359-2369,
May 2018.

A. Younesi, H. Shayeghi, P. Siano, A. Safari, and H. H. Alhelou, “Enhanc-
ing the resilience of operational microgrids through a two-stage scheduling
strategy considering the impact of uncertainties,” IEEE Access, vol. 9,
pp. 1845418464, 2021.

G. Liu, T. B. Ollis, Y. Zhang, T. Jiang, and K. Tomsovic, ‘“Robust
microgrid scheduling with resiliency considerations,” IEEE Access, vol. 8,
pp. 153169-153182, 2020.

H. Hesse, R. Martins, P. Musilek, M. Naumann, C. Truong, and A. Jossen,
“Economic optimization of component sizing for residential battery stor-
age systems,” Energies, vol. 10, no. 7, p. 835, Jun. 2017.

W. I. Schmitz, M. Schmitz, L. N. Canha, and V. J. Garcia, ‘“Proactive home
energy storage management system to severe weather scenarios,” Appl.
Energy, vol. 279, Dec. 2020, Art. no. 115797.

163119



IEEE Access

D. Gutierrez-Rojas et al.: Weather-Driven Predictive Control of Battery Storage for Improved Microgrid Resilience

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]
[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

A. M. Madni and S. Jackson, “Towards a conceptual framework for
resilience engineering,” IEEE Syst. J., vol. 3, no. 2, pp.181-191,
Jun. 2009.

A. Kwasinski, “Quantitative model and metrics of electrical grids’
resilience evaluated at a power distribution level,” Energies, vol. 9, no. 2,
p- 93, Feb. 2016.

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, and
J. Vanderplas, “Scikit-learn: Machine learning in Python,” J. Mach.
Learn. Res., vol. 12, pp.2825-2830, Jan. 2011. [Online]. Available:
http://jmlr.org/papers/v12/pedregosal 1a.html
World Weather Online. Accessed: Dec. 2020.
https://www.worldweatheronline.com/

World Weather Online Historical Weather Data API Wrapper.
Accessed: Dec. 2020. [Online]. Available: https://github.com/
ekapope/WorldWeatherOnline

O. Lammi, Coordinate System Functions. Accessed: Dec. 2020.
[Online].  Available:  http://users.jyu.fi/~vesal/riippu/matka02/fetch_
map/coordinates.py

C. Brester, H. Niska, R. Ciszek, and M. Kolehmainen, ‘“Weather-based
fault prediction in electricity networks with artificial neural networks,” in
Proc. IEEE Congr. Evol. Comput. (CEC), Jul. 2020, pp. 1-8.

L. Breiman, Mach. Learn., vol. 45, no. 1, pp. 5-32, 2001.

G. Ke, Q. Meng, T. Finley, T. Wang, W. Chen, W. Ma, Q. Ye, and T.-Y. Liu,
“LightGBM: A highly efficient gradient boosting decision tree,” in Proc.
Adv. Neural Inf. Process. Syst., vol. 30, 2017, pp. 3146-3154.

LightGBM. (2019). Light Gradient  Boosting ~ Machine.
Accessed: Jun. 15, 2019. [Online]. Available: https:/github.com/
microsoft/LightGBM/

S. Makridakis, E. Spiliotis, and V. Assimakopoulos, ‘“The M5 accuracy
competition: Results, findings and conclusions,” Int. J. Forecasting, 2020.
J. Bergstra, D. Yamins, and D. Cox, “Hyperopt: A Python library for
optimizing the hyperparameters of machine learning algorithms,” in Proc.
12th Python Sci. Conf., vol. 13, 2013, p. 20.

S. Pfenninger and I. Staffell, “Long-term patterns of European PV output
using 30 years of validated hourly reanalysis and satellite data,” Energy,
vol. 114, pp. 1251-1265, Nov. 2016.

M.-L. Honkola, N. Kukkurainen, L. Saukkonen, A. Petdjd, J. Karasjdrvi,
T. Riihisaari, R. Tervo, M. Visa, J. Hyrkkédnen, and R. Ruuhela,
“The finnish meteorological institute: Final report for the open data
project,” Tech. Rep., 2013.

M. Kubli, “Squaring the sunny circle? On balancing distributive justice
of power grid costs and incentives for solar prosumers,” Energy Policy,
vol. 114, pp. 173-188, Mar. 2018.

R. Wu and G. Sansavini, “Integrating reliability and resilience to support
the transition from passive distribution grids to islanding microgrids,”
Appl. Energy, vol. 272, Aug. 2020, Art. no. 115254.

A. Mashlakov, E. Pournaras, P. H. J. Nardelli, and S. Honkapuro, “Decen-
tralized cooperative scheduling of prosumer flexibility under forecast
uncertainties,” Appl. Energy, vol. 290, May 2021, Art. no. 116706.

G. Liu, M. Starke, B. Xiao, X. Zhang, and K. Tonsovic, “Microgrid optimal
scheduling with chance-constrained islanding capability,” Electr. Power
Syst. Res., vol. 145, pp. 197-206, Apr. 2017.

N. Moehle, E. Busseti, S. Boyd, and M. Wytock, “Dynamic energy
management,” in Large Scale Optimization in Supply Chains
and Smart Manufacturing. Cham, Switzerland: Springer, 2019,
pp. 69-126.

A. Ali, J. Z. Kolter, S. Diamond, and S. P. Boyd, “Disciplined convex
stochastic programming: A new framework for stochastic optimization,”
in Proc. UAI 2015, pp. 62-71.

S. Diamond and S. Boyd, “CVXPY: A Python-embedded modeling lan-
guage for convex optimization,” J. Mach. Learn. Res., vol. 17, no. 83,
pp. 1-5, 2016.

P. Ralon, M. Taylor, A. Ilas, H. Diaz-Bone, and K. Kairies, “Electricity
storage and renewables: Costs and markets to 2030,” Int. Renew. Energy
Agency, Abu Dhabi, UAE, Tech. Rep., 2017.

Energiavirasto. (2015). Regulation Methods in the Fourth Regulatory
Period of 1 January 2016-31 December 2019 and the Fifth Regulatory
Period of 1 January 2020-31 December 2023. Accessed: Apr. 14, 2021.
[Online]. Available: https://www.energiavirasto.fi/

R. T. Marler and J. S. Arora, ‘“Function-transformation methods for
multi-objective optimization,” Eng. Optim., vol. 37, no. 6, pp. 551-570,
Sep. 2005.

[Online]. Available:

163120

DANIEL GUTIERREZ-ROJAS (Student Member,
IEEE) received the B.Sc. degree in electrical
engineering from the University of Antioquia,
Colombia, in 2016, and the M.Sc. degree in
protection of power systems from the Univer-
sity of S@o Paulo, Brazil, in 2017. He is cur-
rently pursuing the Ph.D. degree with the School
of Energy Systems, LUT University, Finland.
From 2017 to 2019, he worked as a Security
of Operation and Fault Analyst for Colombia’s
National Electrical Operator. His research interests include predictive main-
tenance, power systems, microgrids, mobile communication systems, and
electrical protection systems.

ALEKSElI MASHLAKOV received the double
M.Sc. (tech.) degree in electrical engineering
from the National Research University “Moscow
Power Engineering Institute,” Moscow, Russia,
and Lappeenranta—Lahti University of Technol-
ogy LUT, Lappeenranta, Finland, in 2017. He is
currently pursuing the D.Sc. (tech.) degree in
energy market and solar economy from the LUT
University.

His research focuses on ICT-centred solutions
for flexibility aggregation of local energy systems to provide network
management and system balancing services. His research interests include
data-driven probabilistic energy forecasting, power grid modeling, and opti-
mization under uncertainty.

CHRISTINA BRESTER received the master’s
degree in system analysis and control from
Reshetnev Siberian State Aerospace University,
Krasnoyarsk, Russia, in 2014, and the Ph.D.
degree in technical sciences, in 2016. She is cur-
rently pursuing the Ph.D. degree with the Research
Group of Environmental Informatics, University
of Eastern Finland (UEF), Kuopio. She is currently
aResearcher at UEF. Her research interests include
data-driven modeling and optimization methods

applied to various practical problems, such as human emotion recognition
from speech, predicting bacterial abundances in drinking water distribution
systems, fault and load prediction in energy grids, and cardiovascular pre-
dictive modeling.

HARRI NISKA received the M.Sc. and Ph.D.
degrees in environmental science and technol-
ogy from the University of Eastern Finland, in
2002 and 2012, respectively. He is currently the
Project Director and a Research Manager at the
. University of Eastern Finland. He has involved
T into a range of national and EU-level research and
‘ ~ development projects related to sustainable energy
ﬁh and environment. His research interests include
intelligent data processing, predictive analytics,
machine learning, optimization, and related applications. He has published
over 50 international and refereed publications on these topics. In recent
years, he has been mainly focusing on the research on data-driven modeling
in the field of smart grids.

VOLUME 9, 2021



D. Gutierrez-Rojas et al.: Weather-Driven Predictive Control of Battery Storage for Improved Microgrid Resilience

IEEE Access

MIKKO KOLEHMAINEN received the degree in
software engineering and the Ph.D. (D.Sc.Tech.)
degree from the Helsinki University of Technol-
ogy, in 1987 and 2004, respectively. During his
career, he has first worked as a System Analyst
and the Chief Software Engineer in the software
industry, developing solutions for energy compa-
nies. In the 90’s, he has moved to the academic
world, working as a Researcher both in bioinfor-
matics and environmental sciences, followed by a
nomination to the Research Director of environmental informatics (a new
and emerging field). Currently as a Professor, he is leading the Research
Group of Environmental Informatics, University of Eastern Finland. Since
2001, the research group has been carrying out industry related projects
using artificial intelligence methods to solve data-based problems related
to the environment. He has also worked as the CTO of a start-up company
helping the companies to utilize the Al in their operation. He was the Chair
of ICANNGA’09.

ARUN NARAYANAN (Member, IEEE) received
the B.E. degree in electrical engineering from
the Visvesvaraya National Institute of Technol-
ogy, Nagpur, India, in 2002, the M.Sc. degree
in energy technology from the Lappeenranta
University of Technology (LUT), Lappeenranta,
Finland, in 2013, and the Ph.D. degree from
the School of Energy Systems, LUT University,
in 2019.

He is currently a Postdoctoral Researcher with
the Research Group of Cyber-Physical Systems Group, LUT University. His
research interests include renewable energy-based smart microgrids, electric-
ity distribution and markets, demand-side management, energy management
systems, and information and communications technology. He focuses on
applying optimization, computational concepts, and artificial intelligence
techniques to renewable electrical energy problems.

VOLUME 9, 2021

SAMULI HONKAPURO received the M.Sc.
(tech.) and D.Sc. (tech.) degrees in electrical engi-
neering from the Lappeenranta—Lahti University
of Technology LUT, Lappeenranta, Finland, in
2002 and 2008, respectively.

He is currently a Professor (tenured) of energy
markets at LUT University. He has been active
in academic research related to electricity distri-
bution business and electricity markets for over
15 years. His present research interests include
business and market models for integration of distributed energy resources
in energy markets.

PEDRO H. J. NARDELLI (Senior Member, IEEE)
received the B.S. and M.Sc. degrees in elec-
trical engineering from the State University of
Campinas, Brazil, in 2006 and 2008, respectively,
and the Ph.D. degree from the University of Oulu,
Finland, and the State University of Campinas,
following a dual degree agreement, in 2013. He is
currently an Assistant Professor (tenure track) in
S the IoT in energy systems at LUT University,
ot g Finland, and holds a position of an Academy of
Finland Research Fellow with a project called building the energy internet
as a large-scale IoT-based cyber-physical system that manages the energy
inventory of distribution grids as discretized packets via machine-type com-
munications (EnergyNet). He leads the Cyber-Physical Systems Group,
LUT, and the Project Coordinator of the CHIST-ERA European Consor-
tium Framework for the Identification of Rare Events via Machine Learn-
ing and IoT Networks (FIREMAN). He is also an Adjunct Professor at
the University of Oulu in the topic of “communications strategies and
information processing in energy systems.” His research interests include
wireless communications, particularly applied in industrial automation and
energy systems. He received the Best Paper Award of IEEE PES Innovative
Smart Grid Technologies Latin America, in 2019, in the track “Big Data
and Internet of Things.” For more information, see his personal website
(https://sites.google.com/view/nardelli/).

163121



